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RESOURCE SHARING IN COMPUTER 
CLUSTERS ACCORDING TO OBJECTIVES 

BACKGROUND 

[0001] Cloud computing may be considered as the delivery 
of computer services to end customers. The cloud computing 
environment is emerging as a promising environment offer 
ing ?exibility, scalability, elasticity, fan-safe mechanisms, 
high availability, and other valuable features. Computer ser 
vices provided in this environment, which may include for 
example data storage, data processing, and transmission of 
data from place to place, are provided by processors (cores), 
data storage units, software, and other such elements that 
typically are remotely located from the customers and some 
times from each other as well. The cloud name and symbol 
have come to be convenient abstractions for what in reality 
may be highly complex systems. Customers of such systems 
entrust data to the “cloud” and expect the “cloud” to provide 
computation services by means of software, hardware, or 
both. A cloud computing system, which may also be referred 
to as a computer cluster, may include one or more physical 
computers (referred to as machines or as nodes) each of which 
has from one to many processors and associated memory, 
data storage, communication facilities, and other hardware 
and software as needed. Open source tools and service pro 
viders have made such computer clusters easy to create and 
use. In some cloud computing systems, one or more proces 
sors or even entire nodes may be reserved exclusively for one 
customer for a de?ned period of time; individual processors 
are not shared but overall cluster resources may be shared 
among many customers so long as the cumulative demand of 
all of them does not exceed the resources of the cluster. In 
another approach, often used in public clouds such as Ama 
Zon EC2, a plurality of virtual machines may be run across 
some or all of the nodes and made available to customers as 
requested. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0002] The ?gures are not drawn to scale. They illustrate 
the disclosure by examples. 
[0003] FIG. 1A is a block diagram of an example of 
resource sharing in computer clusters according to objectives. 
[0004] FIG. 1B is a ?ow chart depicting an example of an 
allocation node of the cluster shown in FIG. 1A. 
[0005] FIG. 2 is a block diagram ofan example ofa cloud 
node of the duster of FIG. 1A. 
[0006] FIG. 3 is a ?ow chart giving an example of a method 
of resource sharing in computer clusters according to obj ec 
tives. 
[0007] FIG. 4 is a ?ow chart giving an example of addi 
tional features of a method of resource sharing in computer 
clusters according to objectives. 
[0008] FIG. 5 is a partial ?ow chart illustrating an example 
of the functioning of a monitor module in a computer cluster 
with resource sharing according to objectives. 
[0009] FIG. 6 is a bar and pie graph illustrating an example 
of a node monitoring report that might be generated in a 
computer cluster with resource sharing according to objec 
tives. 
[0010] FIG. 7 is a node monitoring report giving an 
example of information describing utiliZation of resources in 
a computer cluster with resource sharing according to obj ec 
tives. 
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[0011] FIG. 8 is a report showing an example of booking 
information that may be provided to a customer in a computer 
cluster with resource sharing according to objectives. 
[0012] FIG. 9 is a visual display illustrating examples of 
manual and automatic reservation entry screens for resource 
sharing in computer clusters according to objectives. 
[0013] FIGS. 10A and 10B give examples of messages that 
may be sent to a customer in response to a reservation that 
cannot be satis?ed in a computer cluster with resource shar 
ing according to objectives. 
[0014] FIG. 11 is a ?owchart giving an example of a rapid 
rigid-resource search that may be used in a computer cluster 
with resource sharing according to objectives. 
[0015] FIGS. 12A and 12B are a ?owchart giving an 
example of a rapid ?exible-resource search that may be used 
in a computer cluster with resource sharing according to 
objectives. 
[0016] FIGS. 13A and 138 are a ?owchart giving an 
example of a rapid ?exible-time search that may be used in a 
computer cluster with resource sharing according to objec 
tives. 

DETAILED DESCRIPTION 

[0017] Illustrative examples and details are used in the 
drawings and in this description, but other con?gurations may 
exist and may suggest themselves. Parameters such as volt 
ages, temperatures; dimensions, and component values are 
approximate. Terms of orientation such as up, down, top, and 
bottom are used only for convenience to indicate spatial rela 
tionships of components with respect to each other, and 
except as otherwise indicated, orientation with respect to 
external axes is not critical. For clarity, some known methods 
and structures have not been described in detail. Methods 
de?ned by the claims may comprise steps in addition to those 
listed, and except as indicated in the claims themselves the 
steps may be performed in another order than that given. 
[0018] The systems and methods described herein may be 
implemented in various forms of hardware, software, ?rm 
ware, special purpose processors, or a combination thereof. 
At least a portion thereof may be implemented as an applica 
tion comprising program instructions that are tangibly 
embodied on one or more program storage devices such as 

hard disks, magnetic ?oppy disks, RAM, ROM, and 
CDROM, and executable by any device or machine compris 
ing suitable architecture. Some or all of the instructions may 
be remotely stored. Some of the constituent system compo 
nents and process steps may be implemented in software, and 
therefore the connections between system modules or the 
logic ?ow of method steps may differ depending on the man 
ner in which they are programmed. 
[0019] Meeting the needs of many users of a computer 
duster in a cloud computing environment has proved to be 
challenging. Exclusive reservation of cloud computing 
resources for individual customers, as is often done in envi 
ronments such as research and development, leads to 
underuse of scarce resources and may result in some custom 
ers getting no resources at all. On the other hand, since there 
is no limit (at least in theory) to how many virtual machines 
can run, every user can be assigned a virtual machine. But 
physical resources must be allocated to these virtual 
machines, and sharing resources by running multiple virtual 
machines across the cluster means that customers have little 
guidance or in?uence on the number of virtual machines per 
node or on a customer’s assignment to nodes. Too many 
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virtual machines running at once can degrade performance 
system-Wide With the result that no user gets the level of 
service required, and consequently applications can have 
unpredictable performance making service guarantees di?i 
cult. Customers Who in turn make computer service available 
to others may have trouble guaranteeing service levels. There 
remains a need for a Way to manage computer system 
resources in a cloud computing environment in such a Way 
that as many users are accommodated as possible and 
resources are used as e?iciently as possible. 

[0020] FIGS. 1A and 1B give an example of resource shar 
ing in a computer cluster according to objectives. The cluster 
includes a plurality ofcloud nodes 100a, 100b, . . . 100n each 

including one or more resources, a terminal 102, data storage 
104, and an allocation node 106 to monitor (108) the cloud 
node resources, provide (110) information descriptive of the 
cloud node resources to a customer through the terminal 102, 
receive (112) a reservation for cloud node resources from the 
customer, store (114) the reservation in the data storage 104, 
determine (116) assignments of the cloud node resources for 
the reservation and any other pending reservations according 
to one or more objectives, and allocate (118) cloud node 
resources to customers according to the resource assign 
ments. 

[0021] In some examples the terminal 102 includes an out 
put device such as a visual display 120 and an input device 
such as a keyboard 122. The customer may be a human user 
or an application running on another computer system. 

[0022] The cloud nodes 100a, 100b, . . . , 100n may all be 
the same or they may differ from each other. An example of a 
cloud node 200 is shoWn in FIG. 2. The cloud node 200 
includes a central processing unit 202, memory 204, local 
data storage 206, a communication port 208, and machine 
instructions 210. The machine instructions 210 may be 
located, for example, in the memory 204 or the local data 
storage 206, or the instructions may be remotely located. 
Other cloud nodes may have multiple processors or other 
devices in addition to or instead of the ones in the cloud node 
200. 
[0023] The cloud node 200 includes a resource module 212 
to monitor resources of that cloud node and provide informa 
tion respecting use of those resources to the allocation node. 
This information may include such items as processor usage, 
amount of memory used, storage used, storage bandWidth 
used, netWork bandWidth used, and the like. In some 
examples the allocation node stores that information in the 
data storage for accounting and analysis. 
[0024] A suitable transport mechanism such as NFS (net 
Work ?le system) infrastructure or HTTP protocol may be 
used to transmit the reports. The module 212 may comprise a 
physical unit or its function may be performed by the CPU 
202, for example under control of the machine instructions 
210. In some examples the resource module 212 reports use 
of node resources periodically, and in other examples reports 
are made in response to an event such as a change in the use 
of the resources or a request from the allocation module 106. 
In some examples the monitored cloud node resources com 
prise one or more of memory, processor, data storage, and 
message traf?c (communications). Some examples use 
Hyperic’s System Information Gatherer (SIGAR), a cross 
platform API for collecting softWare inventory data, although 
other tools for collecting node resource usage may be used. 
[0025] In some examples the objectives that are used to 
determine assignments of resources comprise one or more of 
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minimum poWer usage, minimum memory usage, and mini 
mum response time. Other objectives may be used in addition 
to or instead of any of these, and the objectives may be 
adapted to changing needs over time. An objective may be 
changed (added, removed, or modi?ed) by an administrator. 
[0026] In some examples the allocation node 106 com 
prises a monitor module 124 and a reservation module 126. 
The functions of these modules Will be described in more 
detail presently. The allocation node may include a collector 
128 that collects data resulting from monitoring the cloud 
nodes 10011 through 10011 and passes that data to the monitor 
module 124. The allocation node may include a scheduler 
module 130 to implement resource assignments by sending 
Workloads to the cloud nodes. In some examples the alloca 
tion node also serves as a cloud node, but in other examples 
the allocation node does not perform this additional function. 
In this example the data storage 104 is Within the allocation 
node, but in other examples the data storage may comprise a 
separate unit or may be remotely located. 
[0027] As Will be described in more detail presently, in 
some examples if the reservation includes a user-speci?ed 
resource, the allocation node informs the user of availability 
of the resource and of an alternative if the resource is not 
available. 
[0028] In some examples the allocation node performs a 
re-allocation of resources among remaining cloud nodes if a 
cloud node goes off-line or for any reason becomes unavail 
able or if a previously-inactive node becomes available. 
Cloud nodes may go off-line for many reasons including local 
electrical poWer failure, internal malfunction, routine main 
tenance, installation of neW softWare or hardWare elements, 
etc. 

[0029] FIG. 3 gives an example of a method of operating a 
computer cluster With resource sharing according to objec 
tives. The method includes monitoring resources of each of a 
plurality of cloud nodes (300), providing information 
descriptive of the cloud node resources (302), receiving a 
reservation for cloud resources (304), determining Whether 
resources are available to satisfy the reservation and any other 
pending reservations (306), if resources are available, deter 
mining resource assignments for the reservation and any 
other pending reservations according to one or more objec 
tives (308), and allocating the cloud node resources according 
to the resource assignments (310). 
[0030] Some examples include, if resources are not avail 
able to satisfy a reservation, determining Whether alternative 
resources are available (312); if alternative resources are 
available, determining Whether the alternative resources are 
acceptable (314); and if the alternative resources are accept 
able, determining resource assignments according to the 
objectives (316). For example, suppose a customer submits a 
reservation for ten cores in one cloud node during a certain 
time frame. If these resources are not available, the customer 
is advised of an available alternative, such as ?ve cores in 
each of tWo cloud nodes. If the customer accepts the altema 
tive, the resource assignment proceeds. 
[0031] In some examples, if alternative resources are not 
available or acceptable, no further action is taken (318). In 
this event, the customer may be informed that the reservation 
cannot be satis?ed. 

[0032] In some examples the reservation includes a list of 
cloud resources and a starting time. In other examples the 
reservation may be a composite reservation of more than one 
sub-task. For example, a composite reservation might include 
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a ?rst sub-task requiring ten cores for tWo hours at 1:00 PM, 
a second sub-task requiring ten more cores at 1 :30 PM for one 
hour, and a third sub-task requiring tWo cores at 2:30 PM for 
tWo hours. The starting time may specify one or more of an 
immediate start, a start at a speci?ed future time, or a start not 
later than a speci?ed future time. In the latter case, the reser 
vation may be designated as a “?exible” reservation because 
the customer can accept any of a number of possible start 
times up to some time that may be relatively far in the future. 
Flexible reservations alloW the allocation node to adjust 
resource allocations on-the-?y depending on cloud node sta 
tus, other reservations that may arrive later, and the like. 
[0033] In some examples determining Whether resources 
are available comprises determining Whether any requested 
speci?c resources are available. 

[0034] In some examples monitoring resources of each of a 
plurality of cloud nodes comprises monitoring resource use in 
each cloud node and periodically reporting usage of those 
resources. In some examples monitoring resources of each of 
a plurality of cloud nodes comprises one or more of monitor 
ing amount of memory being used, amount of processor 
capacity being used, amount of data being stored in a local 
data storage, bandWidth being used in transferring data to or 
from storage, volume of message tra?ic being generated, and 
netWork bandWidth being used by message tra?ic. 
[0035] Some examples include dynamically changing 
resource allocations according to at least one of resource 

availability, priority of reservation, and designations of any 
reservations as ?exible (320). Dynamically changing 
resource allocations may include recalculating all or some 
resource assignments; for example, a system administrator 
may specify that only certain reservations such as those for 
more than a certain quantity of resources or those placed by 
loW-priority customers Will be recalculated. 
[0036] FIG. 4 gives an example of additional features of a 
method similar to that shoWn in FIG. 3 and described above. 
These additional features include comparing the cloud 
resources requested in a reservation With the cloud resources 
actually used in executing the reservation (400) and using the 
result of the comparison in determining resource assignments 
for similar reservations (402). Some examples also include 
using the result of the comparison for one or more of identi 
fying customers that repeatedly request more resources than 
needed (404) and assisting customers in planning their reser 
vations to request as feW resources as actually needed (406). 
These features may folloW from, and lead back to, various 
points in FIG. 3 as indicated generally by a connection 408 
from FIG. 3 and a connection 410 back to FIG. 3. For 
example, the comparison in 400 may be carried out after the 
allocation in 310, and then the result of the comparison may 
be used in the determination 308 in the future. 

[0037] FIG. 5 gives an example of the functioning of a 
monitor module such as the monitor module 124. Each cloud 
node monitors its oWn resources (500). In some examples this 
includes one or more of processor usage, amount of memory 
used, amount of data storage used, amount of message tra?ic 
being generated or received, bandWidth consumed in storing 
or retrieving data, and netWork bandWidth consumed by mes 
sage traf?c. Each cloud node sends a resource report to the 
monitor module (502). The monitor module may store 
resource usage information in the data storage, for example 
for possible later use in accounting and analysis. If a human 
user is a customer, the monitor module generates a visual 
display or some other report format usable by the customer 
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giving such information as resources being used at each cloud 
node, resources being used throughout the cluster, and any 
existing reservations (506). If the user sends a reservation 
(508), the monitor module sends the reservation to the reser 
vation module (510). The monitor module may also send 
resource use data and existing reservations to the reservation 
module. When the reservation module receives a neW reser 

vation (512) from the monitor module, it adds the neW reser 
vation to the list of existing reservations (514). 
[0038] The visual display or other report shoWs the actual 
utiliZation of all cloud nodes at any given time. A customer 
may choose Which nodes to see and What statistics to monitor. 
FIG. 6 shoWs an example of part of a cluster monitoring report 
in Which the customer has selected processor and memory 
usage as the statistics to be vieWed and 3:00 PM on 20 Jul. 
2012 as the relevant time. The relevant time may be a time in 
the past, in Which case the customer Will obtain a history of 
What happened at the speci?ed time. Or the relevant time may 
be the present, in Which case the customer Will knoW What is 
happening noW, or the relevant time may be in the future, in 
Which case the customer Will learn the status of pending 
reservations. In this example, statistics for tWo cloud nodes 
are presented: cloud node 1 has 80% memory usage and its six 
processors range from 20% usage (processor no. 2) to 90% 
(processor no. 4), and cloud node 2 has 30% memory usage 
and its eight processors range from 25% usage (processor no. 
7) to 100% (processor no. 3). 
[0039] FIG. 7 depicts an example of a node monitoring 
report. A current-usage chart 700 shoWs the instantaneous 
status of one or more nodes in the cluster. This chart may be 
updated every second, or every minute, or at any desired 
interval. In this example the chart shoWs that Node 1 has about 
25% CPU usage and about 50% RAM usage, Node 2 has 
about 50% CPU usage and about 75% RAM usage, Node 3 
has about 75% CPU usage and 100% RAM usage, and Node 
4 has about 75% CPU usage and 60% RAM usage. In other 
examples other node resources may be shoWn. The customer 
may select one node for more detailed monitoring, for 
example by using a mouse to position a cursor over the name 
of the node. In this example the cursor has been positioned 
over Node 2, highlighting it, and causing detailed information 
702 about Node 2 to be displayed in a format similar to that of 
FIG. 6. A Weekly or daily vieW 704 may be displayed at the 
user’s option. In this example the user has selected an hourly 
vieW, resulting in a display of CPU and RAM usage for each 
node on an hourly basis is displayed. The user may control 
What information is displayed in the vieW 704, for example by 
control buttons 706. 

[0040] As shoWn in FIG. 8, booking information may be 
provided to a customer to assist in deciding on a reservation. 
In the example of FIG. 8, ?ve reservations of CPU and RAM 
in a given node are displayed over a 4-hour time period. For 
example, during the interval 11 AM. to 12 PM. on 1 Aug. 
2012, reservation 1 covers about 25% of CPU and 15% of 
RAM, reservation 2 about 20% of CPU and 12% of RAM, 
and so on. 

[0041] As shoWn in FIG. 9, reservations can be handled 
either manually or automatically. Most reservations Will usu 
ally be handled automatically, and in some examples manual 
reservations are not permitted because a customer can tie up 
resources Without regard to any objectives that are optimiZed 
by automatic resource allocation. In other examples, some or 
all customers may be permitted to make manual reservations 
Which override any obj ectives-based allocation of resources. 
















