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Abstract

Preference-based argumentation and ranking semantics are
two important research topics in the computational argumen-
tation literature. Surprisingly, no study investigates to what
extent preferences over arguments and ranking semantics can
interact. This paper fills the gap between the relative priori-
ties that one can express and the evaluation of arguments in-
dividual acceptability. More precisely, we propose a natural
principle that should be satisfied by a ranking semantics for
Preference-based Argumentation Frameworks. We show that
although existing semantics do not satisfy this desirable prin-
ciple, they can be used to define new ranking semantics that
exhibit the expected behavior. Finally, we discuss an applica-
tion of these semantics to the modeling of human reasoning.

1 Introduction

The introduction of preferences in the reasoning process has
been an important topic in artificial intelligence (Pigozzi,
Tsoukias, and Viappiani 2016). In particular, several ap-
proaches tackle the question of preferences in abstract argu-
mentation (Amgoud and Cayrol 2002; Amgoud and Vesic
2014; Kaci, van der Torre, and Villata 2018), thus defin-
ing generalized versions of the Dung’s abstract argumenta-
tion framework (AF) (Dung 1995). The semantics of these
preference-based AFs (PAFs) are defined following two di-
rections. First, the attack relation can be combined with the
preference relation to define what is called a defeat rela-
tion. Then, the classical semantics are applied to the de-
feat graph. The second approach consists in computing ex-
tensions classically on the attack graph, then refining these
extensions with the preference relation. Surprisingly, there
has been no study of preferences in the context of ranking
or gradual semantics. These semantics were proposed more
recently and have received much attention since then (e.g.
(Besnard and Hunter 2001; Cayrol and Lagasquie-Schiex
2005; Matt and Toni 2008; Amgoud and Ben-Naim 2013;
Bonzon et al. 2016; Grossi and Modgil 2019)).

In this paper, we focus on ranking semantics, i.e. seman-
tics that associate argumentation frameworks with rankings
allowing the comparison of arguments individual acceptabil-
ity. We show that existing semantics are not suited to situa-
tions where preferences are provided, but we can use them as
a base for proposing the first approach that combines ranking
semantics and preferences in abstract argumentation. In this
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new approach, there is a direct correlation between the fact
that an argument « is preferred to an argument b, and the fact
that a should be more acceptable than b. This principle is di-
rectly related to the way people analyze debates when they
have preferences about the (sources of) arguments (Krauss
1988; Jamieson and Birdsell 1988), for instance in a political
context. This may seem to be a cognitive bias, and indeed we
will see that basic principles of ranking semantics are incom-
patible with our preference handling. However, modeling of
human reasoning needs to take into account such biases, es-
pecially if we need to predict the behavior and beliefs of a
human being (this is, for instance, a crucial question in the
context of interactions between human agents and artificial
agents (Rosenfeld and Kraus 2018)). Let us recall that, when
we consider extension semantics (i.e. joint acceptability of
arguments), empirical studies show that even the most basic
rationality principles of semantics are not satisfied by peo-
ple. For instance, (Rosenfeld and Kraus 2014) shows that
22% of the test subjects violate conflict-freeness, and 51%
violate admissibility. Similarly, the recent study by (Cramer
and Guillaume 2019) reports between 24.54% and 37.21%
of difference between the arguments accepted by test sub-
jects and the arguments accepted under difference extension
semantics. Thus, it makes sense to study ranking semantics
that are incompatible with the “classical” principles if we
want to consider human beings involved in the process.

The paper is organized as follows. The next section recalls
the basic notions of abstract argumentation, especially rank-
ing semantics and existing approaches for handling prefer-
ences in abstract argumentation. Then, we propose a prin-
ciple that describes the behavior expected from a semantics
for PAFs, and we show that existing semantics do not satisfy
it. Afterwards, we define a family of ranking semantics for
PAFs that combine the preference relation and existing rank-
ing semantics in a way that guarantees they satisfy our new
principle. Finally, we describe an example of application of
our new semantics on a concrete scenario, before concluding
the paper by highlighting some future work.

2 Background and Related Work
Let us first recall the basic notions of abstract argumentation:

Definition 1 (Dung 1995)). An Argumentation Framework
(AF) is a pair F = (A, R) where A is a set of arguments
and R C A x A an attack relation over these arguments.
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In the scope of this paper, we only consider classical ar-
gumentation frameworks, i.e. there are no weights attached
to arguments or attacks. Similarly, we only consider attacks
between arguments, support relations are put aside for fur-
ther study.

The initial method for evaluating argument acceptability
is based on the notion of extensions, i.e. sets of arguments
that are jointly acceptable. For an extension semantics o,
o(F) is then a set of extensions. An argument is skeptically
accepted if it belongs to each extension, rejected if it be-
longs to no extension, and credulously accepted otherwise.
The set of skeptically accepted (resp. rejected, credulously
accepted) arguments is denoted by SK, (F) (resp. REJ, (F),
CR, (F)).

The exact definition of extension semantics is out of the
scope of this paper, so we refer the reader to (Dung 1995;
Baroni, Caminada, and Giacomin 2018) for an overview.

More recently, an individual view of argument acceptabil-
ity has been proposed: instead of mapping an AF with a set
of extensions, a semantics maps an AF with:

e cither an acceptance degree (that can be modeled as a
function v from arguments to real numbers: v(a) > v(b)
means that a is at least as acceptable as b);

e or a relative acceptance ranking.

We call the former a gradual semantics, and the latter a
ranking semantics." Since the acceptance degree function
of a gradual semantics can be associated with a ranking of
arguments, we focus on ranking semantics in this paper.

Definition 2. A ranking semantics o is a mapping from any
AF F = (A, R) to a pre-order >, on A.

Classically, a ~, b means (¢ >, band b >, a), and
a >, bmeans (a >, band b 2, a).

The notion of preferences in argumentation has been tack-
led in different ways in the context of extension-based se-
mantics. A Preference-based Argumentation Framework
(PAF) is atriple P = (A, R, =,) where Aand R C A x A
are the classical parts of an AF, and >,C A x A s the pref-
erence relation over arguments.

In some existing works, the preference relation is a par-
tial (strict) order (Amgoud and Cayrol 2002; Kaci, van der
Torre, and Villata 2018). In this case, if an agent cannot
distinguish between two arguments, then they are incompa-
rable with respect to the preference relation, and there is no
notion of “equivalent” arguments. Here, we make a differ-
ent assumption, and define the preference relation as a par-
tial pre-order, similarly to the approach followed in (Pigozzi,
Tsoukias, and Viappiani 2016):

o the relation is transitive i.e. Va,b,c € A, if a >, band
b>=pc thena =, c;

o the relation is reflexive i.e. Va € A, a =) a.

Again, we use >, and ~,, to denote respectively the strict

and symmetric counterparts of =, i.e. a >, biff (a =, b
and b ¥, a) and a ~, biff (@ =, band b =), a).

!'Through a misuse of language, we use the word ranking for
both total and partial pre-orders.
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Obviously, if preferences are expressed as a partial order,
this is a special case of partial pre-order. So any strict partial
preference relation > can be modelled in a non-strict rela-
tion: a >~ bimplies a >, b; and a, b being incomparable
with respect to > implies a %, b and b %, a. In that case,
there are no a, b s.t. @ ~, b.

The classical ways of handling preferences consist in
defining a defeat relation that is the combination of at-
tacks and preferences, and then applying the usual se-
mantics on the defeat graph (Amgoud and Cayrol 2002;
Amgoud and Vesic 2014; Kaci, van der Torre, and Villata
2018). The possible defeat relations are:

e a>q biff (a,b) € R and b ¥, a (Amgoud and Cayrol
2002);

e adybiffaxy bor (b,a) € Rand a >, b (Amgoud and
Vesic 2014);

e ar3biffar; bor ((a,b) € R and (b,a) € R) (Kaci,
van der Torre, and Villata 2018);

e avybiffavgbor((b,a) € R, (a,b) ¢ Rand a >, b)
(Kaci, van der Torre, and Villata 2018).

When the preference between two arguments is consistent
with the direction of attacks (i.e. a attacks b, and a is strictly
preferred to b), nothing special is made: this attack holds.
The difference between these defeat relations concerns their
way of handling critical attacks, that are situations where a
attacks b and b is strictly preferred to a. The first relation
ignores these attacks. Notice that in this case, conflicting
arguments may be jointly accepted. The other approaches
keep conflict-freeness, since

e the attack is reversed by p>o;

e the attack is deleted by >3 only if the opposite attack (b, a)
also belongs to the initial AF;

e the attack is made symmetric by >4.

The other way to use preferences in PAFs has been pro-
posed in (Amgoud and Vesic 2014; Kaci, van der Torre, and
Villata 2018). Here, the semantics are classically applied
on the attack graph associated with the PAF (i.e. (4, R)).
Then, the preference relation over arguments >, is used to
define a relation over extensions, and the best extensions
with respect to this new relation are selected.

3 A Principle for Preferences and Ranking
Semantics

We propose a new principle that expresses a desirable prop-
erty of ranking semantics for PAFs. The intuition is that the
preference relation should have a direct impact on the se-
mantics: if an argument a is preferred to an argument b, then
a should be at least as acceptable as b. Formally, a ranking
semantics o satisfies Preference Precedence if, for any PAF
P=(AR,=p), Va,b e A,

(PP) ifa -, b, thena >, b.

It seems natural to consider that the acceptance of argu-
ments by an agent should reflect its preferences about argu-
ments. Especially, since it corresponds to the reasoning of
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human beings, autonomous agents must be able to use this
kind of reasoning in order to efficiently interact with people.

In the rest of this section, we show counter-examples
proving that neither the existing ranking semantics nor the
existing PAF semantics satisfy (PP).

3.1 Ranking Semantics

Direct Application of Ranking Semantics From a tech-
nical point of view, we can use any existing ranking seman-
tics o (defined on AFs) on a PAF: for P = (A, R, §p>,
o(P) = o({A,R)). However, since this does not take into
account the preference relation, this direct adaptation of a
ranking semantics to PAFs do not satisfy (PP). This is a di-
rect consequence of the fact that the classical principles of
ranking semantics are incompatible with (PP). For instance,
many ranking semantics (for AFs) satisfy the Void Prece-
dence property: for any AF F = (A, R), Va,b € A,

(VP) if ic € A such that (c,a) € R, and 3¢ € A such that
(¢,b) € R, then a >, b.

Intuitively, (VP) states that unattacked arguments should be
more acceptable than attacked arguments. Although not all
semantics satisfy it (see (Bonzon et al. 2017) for a discussion
of the non-necessity of (VP) for some application), most of
them do (Bonzon et al. 2016). We show that such semantics
do not satisfy (PP).

Observation 1. There is no ranking semantics that satisfies
both (VP) and (PP) for all P = (A, R, =,).

For a proof of that, let us
({a,b},{(a,b)},=p)) with b >, a.
satisfies (VP), a >, b. This violates (PP).

A similar counter-example can be used to show that (PP)
is incompatible with other principles of ranking semantics.
Informally, here are some of them:

consider P
For any o that

(CP) The more an argument is attacked, the weaker it is.

(QP) If some attacker of a is more acceptable than all at-
tackers of b, then a is more acceptable than b.

(CT) Ifthe attackers of a are at least as many and acceptable
as those of b, then b is at least as acceptable than a.

(DP) If two argument have the same number of attackers,
the one with more defenders is more acceptable.

Applying Ranking Semantics in Defeat Graphs An-
other way to use existing ranking semantics on PAFs would
be to define a defeat graph, and then to apply the semantics
on this graph. But again, this method does not satisfy (PP).

Observation 2. Applying existing ranking semantics on de-
feat graphs violates (PP).

For P = ({a,b},{(a,b)}, >=,)) with b >, a, the graph
based on > ignores the attack, while the graph based on >4
makes it symmetric. In both cases, any reasonable ranking
semantics should consider a and b as equivalently accept-
able, thus (PP) is violated. Similar counter-examples can be
exhibited for > and 3.
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3.2 Extension Semantics for PAFs

Now we check whether existing semantics for PAFs satisfy
(PP). We define a way to compare the individual acceptabil-
ity of arguments based on the set of extensions.

Definition 3. For P = (A, R, >,) and o an extension se-
mantics for PAFs, the acceptance status of an argument a €
Ais Acc(a) = SK (resp. AcC(a) = CR, AcC(a) = REJ)
if a € SK,(P) (resp. a € CR,(P), a € REI,(P)). By
convention, SK > CR > RE]J.

We define >, over A by a >, bif Acc(a) > Acc(b),
and a ~, bif Acc(a) = Acc(b).

PAF Extension Selection We focus here on the PAFs se-
mantics that use the preference relation to refine the ex-
tensions of the attack graph (Amgoud and Vesic 2014;
Kaci, van der Torre, and Villata 2018).

Observation 3. Semantics based on extensions refinement
and the rankings from Definition 3 do not satisfy (PP).

For any such semantics, the attack graph of the PAF
Py = {{a,b,c},{(a,b),(b,c)}, =p) shown on Figure 1 has
a single extension € = {a, ¢} for any reasonable semantics,
so ¢ is also the single extension of the PAF. This means that
a ~, cand a,c >, b. It is easy to show some preference
relation such that this result violates (PP) (e.g. b >, c and
¢~y a).

O——0O

Figure 1: The Attack Graph of the PAF Py

Defeat-based Semantics We consider now semantics
based on defeat graphs and the ranking >, (Definition 3).

Observation 4. Semantics based on defeat graphs and the
rankings from Definition 3 do not satisfy (PP).

For by, let P, = ({a, b}, {(a,b)}, =,) be a PAF such that
b =, a. The defeat relation is empty, so both arguments are
skeptically accepted for any reasonable semantics, so (PP)
is violated. For o, we consider again P; shown above, with
>=p defined by ¢ =, b =, a. The defeat graph is shown on
Figure 2. For any reasonable semantics the unique extension
is {a, c}, thus a is more acceptable than b, and again (PP)
is violated. Similar counter-examples can be constructed for
proving the result with >3 and >4.

O——0O

Figure 2: The Defeat Graph of Py, withc >, b >, a

4 Ranking Semantics for PAFs

In this section, we show how to define ranking semantics
that satisfy (PP), and we give an example of application to
the modeling of human reasoning.
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4.1 Preference-Sensitive Semantics for PAFs (A) a1 = "We should reduce the number of professors, be-
The idea is to combine the preference relation >=,, and some cause paying them is expensive.”
existing ranking semantics y to define a new semantics o. (B) as = "We cannot reduce the number of professors, actu-
First, if an argument a is strictly preferred to an argument ally there should be more professors since the number of
b, then a should be strictly more acceptable than b (with re- students has increased recently.”
spect to o). Then, to distinguish between arguments that are
equally preferred, we use the y-ranking to determine which ~ (B) a3 = "Moreover, on the long term, a good education sys-
one is more acceptable for o. Formally: tem is profitable for the society and economy.”
Definition 4. For P = (A, R, =,) and a ranking semantics ~ (A) a4 = “This is irrelevant, there were too many professors

7, we define the semantics 0¥ by o2 (P) = > s.t.:

° q >§ b iff either a >, b, or a ~, band a >, b;

e a~bbiffa~,banda~, b

e a and b are incomparable w.r.t. of iff they are incompara-
ble w.r.t. =.

We observe that such a ranking semantics yields a total
pre-order if and only if the preference relation =, is a to-
tal pre-order. Otherwise, the acceptance ranking is partial.
This makes sense in situations where some arguments are
completely irrelevant with each other (and that explains why
they are incomparable w.r.t. =,).

By construction, such a ranking semantics satisfies (PP):
Proposition. For every semantics v, o) satisfies (PP).

Roughly speaking, we first define acceptability in terms of
preferences, and then we refine the sets of equally preferred
arguments thanks to a “classical” ranking semantics.

To define a concrete instance of this family of semantics,

we first recall the definition of h-categorizer (Besnard and
Hunter 2001).

Definition 5. For 7 = (A, R), we define h : A —]0, 1] s.t.
1

1+ Z(b,a)eR h(b)
We define the semantics based on h: a >, biff h(a) > h(b).

Now we define a preference-sensitive ranking semantics
based on h-categorizer:

Definition 6. For P = (A, R,>,), we define o} as the
ranking semantics defined from =, and >}, following Def-
inition 4.

h(a)

4.2 An Application Scenario

Now we describe a scenario where our new semantics that
satisfy (PP) can be applied. We consider the debate between
candidates for an election, that is represented by arguments
and attacks 4 and R. A viewer of the debate has a prefer-
ence relation =, over arguments depending on the political
side of the candidate who has uttered them: if two argu-
ments have been used by candidates of the same side, they
are equivalently preferred; otherwise the viewer prefers the
argument that has been used by a candidate closer to his own
political stand. This models the fact that the opinion of vot-
ers after viewing a debate usually fits their initial opinion
(Krauss 1988; Jamieson and Birdsell 1988).

The viewer can then use one of our preference-sensitive
semantics with the PAF P = (A, R, =,). We exemplify it
here with > (Definition 6).

Suppose that the arguments exchanged by candidates A
and B are these ones:
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in the past, we cannot increase their number.”

This dialog is represented by Figure 3.

Figure 3: The Political Debate P

We can compute the value of arguments for h-categorizer:
h(a1) = 0.4, h(az) = 0.5, h(az) = h(as) = 1.

Suppose that the debate is watched by John (who supports
candidate A) and Yoko (who supports candidate B). Their
preferences relations are (respectively) defined by

® a :g, ay >g, as :g) as;

® as :g as >g aq :g ay.

Thus, their acceptability ranking when using >¥ are:
o ay D7 ay SPT az ST gy

P,y by by
® a3z >3’7 a2 >3 aqa >3 ai.

One can observe that the acceptability of arguments reflects
the viewers preferences.

5 Conclusion and Future Work

In this paper, we investigate to what extent preferences can
be blended with ranking semantics for abstract argumen-
tation frameworks. This is, to the best of our knowledge,
the first study on this combination. In particular, we intro-
duce an intuitive principle formalized by a preference prece-
dence property, that describes an ideal behavior expected
when rank-ordering arguments with available preferences
over these arguments. We show that although existing se-
mantics do not satisfy it, they can be used to define a new
family of ranking semantics that guarantees the expected be-
havior. We illustrate our approach with an intuitive example
which emphasizes the need for such behavior to properly
model or explain human argumentation and reasoning.

This study opens some interesting perspectives and future
works. While, on the first hand, it seems intuitive to ap-
ply our approach to other existing frameworks (e.g. bipo-
lar (Cayrol and Lagasquie-Schiex 2013) or weighted argu-
mentation (Amgoud and Doder 2018)), one can on the other
hand consider other ways to combine preferences and rank-
ing semantics. Indeed, our preference precedence principle
aims to somehow refine provided preferences by individual
acceptability associated with arguments, but a reverse ap-
proach of preference arbitration seems also promising.
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